
 
 

 

  

Abstract—This paper presents a novel method for detecting 
multiple frontal faces in still images using multi-scale 
processing. The main characteristic of this algorithm is its 
stability in detecting faces with seldom false detections and a 
high correct detection rate. The novelty of this work comes 
from the utilization of multiscale detection and using two 
classifiers to reduce false detections. The algorithm generally 
has two stages: in the first stage, a face is detected in a unique 
scale and in the second stage, only the faces that are located in 
the neighbor scales are accepted as real faces. Consequently, a 
still image is first resized and scanned block wise, and then each 
enhanced block is tested for being face. One dimensional Harr 
wavelet is used for feature extraction, which gives appropriate 
discriminating features between the face and nonface classes. 
Detection results at each scale are accumulated in an internal 
database, so the ultimate detection is prepared based on the 
mutual detection information between consequent scales. To 
parameterize both the Bayesian and the simple proposed 
classifier, 2,643 faces were congregated from famous face 
databases and more than 10,000 non-face samples were selected 
from nature images. Experimental results using images 
gathered from known databases like MIT-CMU show great 
ability of the proposed algorithm in detecting faces. 
 
Keywords: Face detection, Bayesian classifier, wavelet transform, 
multi-scale processing. 

I. INTRODUCTION 

EW information and multimedia technologies has 
developed intelligent methods for interaction between 

human and machines, where keyboard, mouse and monitor 
play no roles anymore. In recent years, the cost decreasing 
and performance increasing of computation has developed 
computer vision systems through our daily life. Human 
identification and face recognition with applications through 
surveillance and data security has fascinated a lot of 
attention. Other applications in relation with human faces are 
developed, like facial feature detection [1], face 
authentication [2] and facial expression recognition [3]. In 
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all of these applications and subjects, face detection is the 
first step. 

In face detection, the purpose is to determine whether 
there is a face in an image or not and locate existing faces. 
Because of the wide variety of faces and problems transpired 
to a face, face detection has been an unfathomable dilemma 
for a while. Some of these difficulties are different face 
poses, facial expressions and environmental conditions, like 
light conditions and camera properties. 

The preliminary algorithms for face detection have been 
based on match filters [4] and correlation methods [5] which 
had poor performance. Recent data driven methods have 
shown a higher success in detecting faces from still images. 
Some of these methods use artificial neural networks [6]. 
Others use Bayesian classifiers [7], SVM [8], FDA [9], and 
clustering methods [10]. These algorithms use Gabor filter 
[11], Harr wavelet [12], entropy measurement [13] or image 
gradient [14] as features to improve correct classification. 
For detecting faces from the environment, the most 
distinctive features are extracted.   

For detecting faces in a still image, the input image is 
scanned block wise pixel by pixel for faces. This procedure 
is done in multiple scales for finding faces with different 
sizes. Therefore, the computational complexity will increase 
with a complicated and time consuming classifier. Face 
candidate finder [15] is a good technique to reduce the 
scanning region but it decreases the detection rate. 

In the proposed algorithm, a combination of two simple 
classifiers is used and detection results in different scales are 
used to increase robustness. Although detection in distinctive 
scales generates different results, mutual information 
between the results of the neighboring scales is an excellent 
tool for increasing the stability of the method. 
The novelties of this paper are: 

1. Suggesting a simple classifier for face localization. 
2. Using detection results of two parallel classifiers to 

boost the classification performance at each scale. 
3. Using detection results at multiple scales to increase 

the stability of the face detection process. 
In the next section, the proposed algorithm is presented 

briefly. The feature extraction method and the two parallel 
classifiers are described in this section. In Section 3, the 
method for robust face detection is described. Experiments 
are presented in Section 4 and conclusions are given in 
Section 5. 
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II. PROPOSED FACE DETECTION ALGORITHM 

For detecting face in a still image, face patterns must be 
separated from the “whole world except faces” which is 
known as the nonface class. Many classifiers are designed 

To classify these two groups, but for decreasing 
computational complexity, simple classifiers like Bayesian 
classifier and a simple proposed classifier are preferred. 
Some operations must be done on the input image to 
generate patterns for classification, like image resizing, 
image scanning, image enhancement, and feature extraction 
(Figure 1). Detection results produced by the two combined 
classifiers at each scale are stored in an internal database, 
and then the final block composes a robust detection based 
on the stored data from multiple scales. 

 

 
Figure 1: Block diagram of the proposed face detection algorithm. 

 

A. Input Pattern Producer 
This block consists of three sub-blocks which are image 

resizing, block scanning, and block enhancement. In image 
resizing, the input still image is resized with a factor of �/�. 
Therefore, first the image is upsampled with the rate of � and 
then interpolated to estimate inserted zeros and then 
downsampled by the rate of �.  There is a trade off between 
stability and computational complexity for the scales chosen 
to resize the input image.  

The resized image is scanned from left to right and up to 
down pointwise and a block is chosen around that pixel with 
a dimension of 20x20 pixels. Selected bocks naturally have a 
nonuniform intensity distribution, so histogram equalization 
is applied to each block to generate a uniform intensity 
distribution. Before applying histogram equalization, it is 
necessary to correct possible inconsistent lightning 
conditions and reduce heavy shadows on faces formed by 
environmental conditions. Therefore, the mean value of the 
block is subtracted from the original block and then the 
block histogram equalized. The block diagram of the 

enhancement section is shown in Figure 2. Four face blocks 
that are strongly affected by incongruous lightning 
conditions are selected to illustrate the affectivity of the input 
pattern producer (Figure 3). 

 

 
Figure 2: Flowchart of the block enhancement. 

 
 

 
Figure 3: (a) Original Block, (b) Resampled Block to 20x20, (c) Intensity 

Corrected Block, (d) Histogram Equalized Block. 
 

B. Feature Extraction 
Face detection algorithms use different tools for feature 

extraction like Gabor filters, Harr wavelet, PCA [16], and 
ICA [17]. Between these methods, the Harr wavelet seems to 
give distinctive features between face and nonface classes. 
Therefore, one-dimensional Harr wavelet is applied on the 
input block in both horizontal and vertical directions. The 
horizontal and vertical one-dimensional Harr wavelet 
features are extracted from the input block by: 

              (1)( ) ( ) ( )jiBjiBjiHhor ,1,, −+= 
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If the input block vector is denoted by bI  and the vectors 

of the horizontal and vertical Harr wavelet are shown by horI  

and verI , respectively, the feature vector is formed by: 
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pixel less in vertical dimension, so the blocks sizes are 
20x19 and 19x20 pixels respectively and the total length of 
the feature vector is 1,160. Feature extraction is applied on a 
face pattern (Figure 4-1) and a nonface pattern (Figure 4-2). 
Figures 4-3 and 4-4 show the mean of the blocks and their 
Harr wavelet transforms in the horizontal and vertical 
directions, respectively. 

 

 
Figure4: The first column shows the enhanced input block, the second 

column is its horizontal one-dimensional Harr wavelet feature and the third 
column is its vertical one-dimensional Harr wavelet feature. 

 

C. Classifiers 
Two combined classifiers are used to classify input 

patterns as face or nonface. To design any classifier, a 
training process is done on the gathered training samples. 
Therefore, a plenty of data samples must be gathered as 
training samples for both the face and nonface class to define 
the parameters of any classifier. 

For the face class, face samples are selected manually 
from well-known face databases like BioID, Yale, ORL, and 
World Wide Web images. In this way, a face block is 
selected by locating the position of the left and right eyes in 
the face and cluttering a size of the face based upon the 
distance between the two eyes shown by M (figure 5). 

 

                          
 

Figure5: Frontal face pattern selected from face databases. 
 

Manually selected frontal faces have different face 
rotations (between 0 degree to 15 degree with directions to 
right or left) with different facial expressions (happy, angry, 
sad, etc.) with differences in wearing glasses or having 
mustache or beard. There are 2,643 frontal faces gathered. 

Nonface samples, any sample that is not a face, are 
selected from images taken from nature for the nonface class, 
where it has different patterns resembling as nonface. More 
than 10,500 nonface patterns are selected from 7 real images 
of nature each in the size of 20x20 pixels. To each of the 
face and nonface blocks, the block enhancement and feature 
extraction methods are applied. Consequently, face and 
nonface vectors are gathered in the face and nonface training 
classes, respectively. 

The Bayesian classifier is applied onto the two training 
classes to find the discriminating function that produces the 
minimum classification error. For this purpose, both the face 
and nonface classes are modeled by Gaussian distributions. 
The conditional probability density function (pdf) of the face 
class ( fω ) is modeled as: 
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where fM and fΣ are the mean vector and covariance 

matrix of the face class, respectively. Similarly, the 
conditional pdf of the nonface class is modeled as: 
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where nM and nΣ are the mean vector and covariance 

matrix of the nonface class. IfY is the input feature vector, 
the Bayesian method classifies it as face or nonface by the 
following decision rule: 
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In the above decision rule, a posteriori probabilities are 
used. These probabilities can be directly extracted from the 
conditional pdf’s by the following: 
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Using the above equations in the decision rule, a simple 
decision rule is achieved for face and nonface classification: 

�
�
� >

∈
otherwise

if
Y

n

nff

ω
κϕϕω

 

where fϕ , nϕ and κ  are: 
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In the above equations, fϕ and nϕ are directly calculated 

from the input patternY  and κ is a constant value that can 
be learned from the training data. If κ is set to a large value, 
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both of the correct and false face detection rates will 
decrease. If κ is set to a small value, both of the rates will 
increase. Therefore, there is a trade off in choosingκ . In the 
proposed algorithm,κ is chosen so that the correct detection 
rate is 100% but with a high number of false detections. The 
proposed algorithm decreases the false detection using the 
Bayesian classifier in combination with a second classifier. 

The second classifier compares the input pattern with the 
mean of face and nonface training samples and classifies it to 
a face or nonface class. This classifier uses the parameters 
computed for the Bayesian classifier and thus no new 
training process is needed. In this classifier, the following 
conditional pdf’s are computed.  
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where faceM and nonfaceM are the mean of face and nonface 

training samples, respectively. The decision rule using the 
above conditional pdf’s is the same as that for the Bayesian 
classifier. 
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Experiments show that for 3=p , the maximum 
discrimination is achieved. To learn κ  and η  for the 
classifiers, the likelihood ratio (ratio of conditional face 
probability to conditional nonface probability) for the 
classifiers are drawn in Figure 6. 

 

 
Figure 6: (a) Division distribution for Bayesian classifier, (b) Division 

distribution for the proposed classifier. 
 

As it can be seen, the Bayesian classifier gives a better 
discrimination than the proposed second classifier, but the 
advantage of the second classifier is that it does not repeat 
the false detections of the Bayesian classifier, reducing the 
overall false detection rate. 

III. ROBUST FACE DETECTION 

As mentioned before, detection at multiple scales by the 
two parallel classifiers are collected in an internal database. 
Robust face detection is obtained using the stored data in two 
stages. In the first stage, a face is located in a unique scale 
based on the two classifier’s detection results at that scale, 
with the definition of centralization. In the second stage, 
final decision for face detection is made upon the detection 

results at sequent scales with the definition of intersection. 

A. Detection in a Unique Scale 
Since face detection algorithms use the scanning method 

for finding faces, instead of one pixel, a group of 
neighboring pixels resemble a face pattern, but this differs 
for false detections. In a false detection, a nonface pattern is 
wrongly classified as a face pattern, but its neighboring pixel 
is not detected as face patterns. Therefore, an alone detected 
pixel is assumed to be a false detection. A set of spread 
detected pixels is also distinguished as false detections.  

Consequently, a face pattern is recognized when a number 
of detected pixels have a limited variance in that scale. So a 
classifier locates a face when a group of detected pixels 
satisfies the conditions of the following decision rules. 
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  In the above decision rules, 50≈Bayesianλ  and 
120Pr ≈oposedλ

. The number of detected pixels resembling a 
face pattern must be more than 10 pixels at a scale (N=10). 

 A face is located when both of the classifiers detect at 
the same location a face pattern. If only one classifier detects 
a face pattern, the detection is considered as a false 
detection. To show the performance of this method, two 
regions are cropped from an image of the MIT-CMU face 
database. One image contains two faces, shown at lower left 
part of Figure 7. The detection results of the Bayesian and 
proposed classifiers are shown. The second image is selected 
so that it produces false detections in both of the classifiers; 
a group of spread detected pixels by the Bayesian classifier 
and separated detected pixels by the proposed classifier. 
Since the detection location differs in the two classifiers and 
the detected pixels do not satisfy the decision rules, the 
locations are not detected as face patterns.  
 

B. Final Detection in Sequent Scales 
 After detecting faces at each scale, only if the same 
location is detected as a face pattern in the neighboring 
scales, the detected locations are considered as the ultimate 
face locations. Therefore, the following equation is applied 
to detect the ultimate faces at a desired scale. 

( ) ( ) ( ) ( )11_ +−≡ iiii SFaceSFaceSFaceSFaceUltimate ��     (13) 

Figure 8 shows an image from the MIT-CMU face 
database and detection results at some sequent scales. Using 
equation (13), a face is detected at scales 0.8 and 0.75. It 
must be noted that detection results for sequent scales with 
small disparities should be used. Otherwise, the proposed 
method may not detect faces with a high stability.  



 
 

 

 
 

 

     
Figure 7: Face detection at a unique scale, two faces are detected in the 

lower left image but no face is detected in the lower right image. 

IV. EXPERIMENTS AND RESULTS 

The proposed algorithm was tested on two sets of images, 
which are totally different with those used for the training 
process. Test set 1 consists of 23 MIT-CMU images, mostly 
with a low quality and small faces (challenging problem in 
face detection) with cluttered background. Test 1 has a total 
of 130 faces. Test set 2 consists of 52 images, each 
containing only one face. Some of the images have cluttered 
background and others have a simple background, gathered 
from several websites.  

Experiments show that the proposed algorithm for face 
detection has a very good performance in detecting low 
quality faces and faces affected by environmental lightning 
conditions. However, it is sensitive to pose rotated faces and 
faces corrupted by other objects. 

The detection rates and false positive rates on test sets 1-2 
are listed in Table 1. Note that the false detection, especially 
for test set 2, is very low, while the detection rate is 
acceptable. Two examples from the MIT-CMU face database 
are shown in Figures 9-10. Also, three examples from the 
test set 2 with cluttered and simple backgrounds are shown in 
Figure 11. 

 

 
 

Figure 8: Final face detection based on detection results of sequent scales. 
A face pattern is detected in scale=0.8 and scale=0.75. 

 
 

 
 

Figure 9: Face detection in low quality images. 



 
 

 

 
 

Figure 10: Example of missed faces (9 missed faces) in low quality images. 
 
 

Table: Face detection results on test sets 1-2. 
 Test set 1 (MIT-CMU) 

23 images with 130 
faces 

Test set 2 (gathered) 
52 images with 52 faces 

Detection rate 93.1% 100% 
False detection 1 0 

 
 
 

 
Figure 11: Detection of large frontal faces with different backgrounds. 

 

V. CONCLUSION 

A novel and robust face detection algorithm is proposed 
utilizing two independent classifiers at multiple sequent 
scales. The proposed algorithm has reduced false detections 
and enhanced detection stability. Face localization is done in 
two stages. In the first stage, candidate faces are detected 
based on the results of the parallel classifiers in different 
scales. In the second stage, robust face detection is achieved 

using detection results of the neighboring scales. 
Experiments using the MIT-CMU face database show great 
ability of the proposed algorithm in detecting faces, 
especially detecting faces in low quality images, without 
giving too much false detections. The reason that the 
proposed algorithm has reduced false detections is that a 
false detection occurs when both of the classifiers detect a 
nonface pattern as a face at the same location in three 
sequent scales; this is almost impossible. By setting the 
parameters of the two classifiers such that almost all frontal 
faces are detected, a high correct face detection rate is 
achieved. 
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