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Abstract 

In this paper a new method based on the 

information theory and Renyi’s definition of entropy 

is proposed. The main idea of the proposed method 

is detecting clusters in a dataset such that the 

entropy of the clusters is maximized. For this 

purpose, four main criteria, namely, between cluster 

entropy, within cluster entropy, between scatter 

matrix and within scatter matrix, and a top-down 

hierarchical clustering method are used. The initial 

clustering is done using Fuzzy C-Means method. 

Applications of the proposed algorithm on synthetic 

data are compared with those of C-Means, 

Gustafson-Kessel algorithm, and recently proposed 

algorithms using information theory and Renyi’s 

entropy. This comparison shows superiority of the 

proposed algorithm to the mentioned methods. 

Keywords: Between cluster entropy, between scatter 

matrix, fuzzy C-means clustering, Renyi’s entropy,  

top-down hierarchical algorithm, within cluster entropy, 

within scatter matrix. 

Introduction 

Clustering is an important tool for pattern recognition; it 

is an unsupervised approach for splitting data into its 

natural groups. Clustering has extensive applications in 

image segmentation and compression [1], machine 

learning [2], and remote sensing and data mining [3]. 

Clustering has been generally used when labeling data 

by a human operator is costly and subject to error. The 

purpose of clustering is labeling unlabeled data so that 

the data in a labeled group have the highest similarity 

among themselves and the highest dissimilarity with 

data in other groups.  

In recent years, several clustering methods based 

on artificial neural networks [4] and support vector 

machines [5] have been developed that are talented to 

identify clusters with any shape and without knowing 

the correct number of clusters. However, these methods 

are often very complex and necessitate perfect 

association. Clustering is dependent on data structures 

and information theory is a useful tool for mining data 

structures. 

Information theory was first introduced by Shannon 

in 1948 [6]. However, its practical difficulties in 

approximating the probability density function, has 

limited its usage in clustering methods. The majority of 

clustering algorithms utilize the minimum variance 

criteria. Among these, C-means clustering, expectation 

maximization, splitting and merging, fuzzy C-means 

clustering, and ART neural networks [7] can be 

mentioned. Information theory was first used by 

Watanabe et al for clustering [8]. Information theory 

unchallenged supremacy in clustering stems from its 

ability to extract data structures further than the 2
nd

 

order statistics (variance). The major problem in 

employing information theory in clustering algorithms 

is making some unrealistic assumptions. This problem 

has been solved by Renyi’s entropy, which estimates 

entropy pointwise without any distribution assumption. 

Renyi’s entropy has been used in recent years in 

algorithms proposed by Gokcay et al [9, 10] and 

Jenssen et al [11, 12], which have generated superior 

results in clustering data with complex structures. 

In this paper, a novel hierarchical algorithm has 

been developed based on Renyi’s entropy for clustering. 

The advantages of the proposed algorithm compared to 

Gokcay and Jenssen algorithms [9-12] are its higher 

speed and stability. The proposed algorithm begins 

from a large number of clusters and in a hierarchical 

approach, in each iteration first it finds the worst (the 

most improper) cluster by introducing a new 

measurement using between clusters entropy and within 
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scatter matrix, and then eliminates that cluster. Then by 

measuring within cluster entropy, each data point of the 

vanished cluster is allocated to a remaining cluster. This 

loop is repeated until between scatter matrix, calculated 

after each iteration, stops decreasing. The efficiency of 

the proposed algorithm in clustering complex structures 

is compared with ordinary algorithms such as C-means 

clustering and Gustafson-Kessel algorithm (a 

generalized version of fuzzy C-means clustering) and 

also with recent information-based clustering 

algorithms such as algorithms proposed by Jenssen et al 

and Gokcay et al. 

The novelties of the proposed algorithm are: a) 

using within scatter matrix with an improved factor of 

between cluster entropy in detecting the worst cluster, 

b) using between scatter matrix to find an acceptable 

clustering, and c) using Fuzzy C-mean clustering as the 

primary clustering for decreasing computational 

complexity and increasing stability. 

In the next section, Renyi’s entropy is introduced 

and the reason behind its usage is described. In Section 

2, the proposed algorithm is presented. A method for 

finding the worst cluster and allocating data points to 

clusters with differential entropy, the initial clustering 

method, and also a technique for finding the ultimate 

clustering are expressed in this section. In Section 3, the 

experimental results are presented. 

1. Renyi’s entropy 

For computing entropy, first the probability density 

function of data samples must be estimated. For data 

with N data samples, the probability density function 

can be estimated using Parzen’s window estimator 

through Gaussian functions: 
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where the Gaussian function G is defined as: 
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In (2), d is the vector length of the data point’s feature. 

Renyi defined a new concept for entropy with 

order as [13]: 
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Renyi’s entropy becomes Shannon’s entropy when 1 . 

The main application of Renyi’s entropy is when 2 , 

where it is also called quadratic entropy and can be 

written as [13]: 
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2log                                           (4) 

Combining (1) and (4) results in: 
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It is clear that the convolution of two Gaussian 

functions is also a Gaussian function; so equation (5) 

can be altered into a simple form: 
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Therefore, the Renyi’s quadratic entropy can be simply 

computed from the summation of Gaussian functions 

based on the differential between every data point pairs. 

The term inside bracket in equation (6) is named 

information potential: 
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Since computing Renyi’s entropy for data points of a 

dataset is very easy, it has been utilized as a criterion 

for the proposed clustering algorithm in this paper. 

2. Proposed clustering algorithm 

The proposed hierarchical algorithm has two main 

steps: a) finding the worst cluster among the existing 

clusters, b) allocating the worse cluster data points to 

the remaining clusters. These steps are repeated until an 

acceptable clustering is attained. In the following, 

different parts of the proposed algorithm are described 

in more details. 

2.1. Finding the worst cluster 

In any iteration of the proposed top-down hierarchical 

algorithm, one of the clusters is eliminated and its data 

points are allocated to the remaining clusters. There are 

numerous methods for finding a cluster to be vanished; 

one of them is selecting a cluster randomly from the 

clusters. Another technique is choosing a cluster that 

has the maximum inter-coordination (variance). Both of 

these methods are not capable to distinguish data 

structures and select the actual worst cluster. The 

proposed algorithm uses between clusters entropy for 

finding the worst cluster; this measure, first proposed by 

Gokcay et al [9], [10], is:  
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Elements of matrix  )( ijxM  are zero when kji Cxx ,  

and one otherwise. One of the difficulties in utilizing 

equation (9) is selecting , this will be addressed in 

Section 2.5. As the clusters are moved away from each 

other, V will decrease and between cluster entropy, H 

will increase.  

For finding the worst cluster, between clusters 

entropy is computed in the absence of a desirable 

cluster for each of the data clusters. First, each cluster is 

eradicated and between clusters entropy is calculated 

for the rest of the clusters by (9). The worst cluster is 

established as the cluster that offers the maximum 

amount of entropy or minimum amount of information 

potential as shown in the following equations. 

    112 ,,,,,,min  KK
k
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Or 
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k
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Equations (11) and (12) are equivalent; (12) can be 

deduced from (11) considering (10). The most 

important problem of the above method is the clusters 

that are copious centralized with a low number of data 

points. It is unlikely that these clusters merge with the 

other clusters and usually remain as autonomous islands. 

In computing entropy in the absence of this kind of 

clusters, information potential increases; so they are not 

detected as a worst cluster. For solving this problem, the 

number of data samples of a cluster is used as a 

multiplicative factor in the entropy calculation. 

Experiments show that this multiplication factor 

facilitates enhanced clustering and prevents the 

algorithm from trapping in local minima. So, an 

improved version of (12) is obtained by multiplying the 

information potential by the number of clusters with 

power : 
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By transforming (13) to an equivalent equation based 

on between cluster entropy, (14) is resulted: 
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Experiments show that the best results are achieved 

for 2 . Although the above equation solves the 

problem of selecting small centralized clusters with a 

low number of data points, it prevents selecting large 

spread clusters with a high number of data points. There 

are two ways for overcoming this problem: 

1) Increasing the initial number of clusters by splitting 

these large clusters to some smaller clusters. This 

method is efficient but it will increase the 

computational complexity. 

2) Using within scatter matrix criteria in (13) so that the 

chance of choosing a large spread cluster as the worst 

cluster increases. 
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In (15), best results are achieved by choosing 3.0 .  

2.2. Proposed method for allocating worst 

cluster data points 

After finding the worst cluster, each of its data points 

are allocated to one of the remaining clusters by 

differential entropy. This method was first used by 

Jenssen et al [9, 10] for information-based clustering. 

2.2.1. Clustering based on differential entropy 

Any data point that is attached to a cluster would 

increase uncertainty or entropy of that cluster. When a 

data point is properly assigned to a cluster, its entropy 

will increase less than if it is assigned improperly to 

another cluster. This idea suggests a new method; a data 

point is allocated to a cluster that its entropy is 

minimally increased compared to the other clusters. The 

following equation finds this cluster. 
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Equations (14) and (15) require computation of the 

within cluster entropy represented by  KCH . 

2.2.2. Within cluster entropy  

This criterion is similar to the between cluster entropy; 

within cluster entropy shows entropy among data pairs 

of a single cluster but between cluster entropy computes 

entropy among data pairs of different clusters. The 

within cluster entropy for data points of a cluster is 

defined by the following equation: 
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For fast computation of within cluster entropy, the 

elements of the matrix G are computed for all pairs of 

data samples and saved in the beginning of the 

algorithm; then simply using general matrix operations, 

equation (16) is calculated. Within cluster entropy can 

be calculated from the complete matrix G: 
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Elements of matrix )( ijxM   are one when kji Cxx ,  and 

zero otherwise. This fast method can be also utilized for 

calculating between cluster entropy.  

2.2.3. Ordering of free data points for clustering 

The order of assigning data points of the eliminated 

cluster to the remaining clusters is important; a random 

order may make the clustering algorithm unstable. Thus, 

an appropriate ordering method is needed. A simple 

method is updating the changed cluster after a data 

point is allocated.  This method stabilizes the clustering 

process but may push it into a local minimum. In the 

proposed algorithm, the data points are ordered based 

on the distances of the free data points to the data points 

of the remaining clusters. The changed cluster after 

allocating a data point is updated and this operation is 

repeated until the last data point of the vanished cluster 

is classified. This stabilizes the clustering process and 

decreases the probability of trapping in a local 

minimum. Figure 1 shows an iteration of the proposed 

algorithm. 

2.3. Initial Clustering 

Final clustering highly depends on the initial clustering. 

In doing the initial clustering two points are considered: 

stability assurance and computational complexity 

decreasing. The initial clustering can be done with 

numerous methods. For example, initial clustering can 

be done by arbitrary clustering of 20 percent of the data 

points and then starting the clustering procedure 

(Jenssen et al [11]) or randomly clustering all data 

points. The problem of the former method is its high 

computational complexity and needs to cluster 80 

percent of remaining data points to the primary clusters 

and then begins the iterative clustering. The problem of 

the later method is the possibility of final clustering 

instability due to utilizing random clustering.  

In the proposed algorithm, Fuzzy C-means clustering is 

used as initial clustering. The advantage of this method 

is its faster execution compared to Jenssen et al’s 

method; it benefits from multi-resolution concept. This 

method guarantees the convergence and transfers data 

points to plenty of clusters, each with a few data points. 

The number of clusters in initial clustering depends on 

the number of dataset points and the final number of 

clusters expected. 

 2.4. Final Clustering 

The proposed algorithm begins from a large number of 

clusters and in each step of the algorithm, one cluster is 

vanished and this action is repeated until two clusters 

remain. If the clustering is stored in each iteration, then 

a hierarchical clustering from N primary clusters to two 

clusters is available. At last, the perfect clustering is 

selected from the stored clustering at each step. 

It is difficult and sometimes impossible to 

determine the number of clusters accurately. There are 

several methods that can estimate the number of final 

clusters. In the proposed algorithm, between scatter 

matrix is used to find the ultimate number of clusters. 

When the number of clusters reduces, the size of the 

clusters enlarges and the trace of between scatter matrix 

decreases. When the rate of decreasing diminishes, the 

process stops. 

 
Fig. 1 One step of the proposed algorithm. 

2.5. Method for choosing   

One of the main issues of the proposed algorithm is 

choosing  in equation (9). By choosing as a small 

quantity, a high attention is given to clustering of close 

data points and by selecting   as a large value, an 

attention is given to clustering of far data points. A 

simple method for estimating   is defined by the 

following equation [14]. 
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This equation sets  equal to the minimum  in the 

direction of one of the features.  

3. Experiments Results 

For evaluating the efficiency of the proposed algorithm 

for clustering, some experiments are done on the 

synthetic data.  

 

3.1. Standard synthetic data 

Figures 2 and 3 show clustering’s result on some 

standard datasets. Since ordinary algorithms like C-

means [15] and Gustafson-Kessel [15] are designed for 

mass clusters, they are not able to correctly cluster shell 



and linear clusters. Gustafson-Kessel algorithm is an 

improved version of Fuzzy C-means clustering [15] and 

can detect elliptic shape mass clusters. 

In Figures 2 and 3 the upper left picture shows the 

data samples and the upper right picture shows 

clustering by C-means clustering and the bottom left 

picture shows clustering by Gustafson-Kessel algorithm 

and the bottom right picture shows the proposed 

clustering algorithm. As it can be seen, the proposed 

algorithm is able to detect line and shell prototypes 

properly. Each cluster is shown using a different symbol. 

To ensure how the final clustering is achieved, in 

Figure 4 the quantity of between scatter matrix is 

plotted for all steps of the proposed algorithm on the 

dataset presented in Figure 3. Since the decreasing rate 

in between scatter matrix flattens between two and three 

clusters, the final number of clusters is set to three 

clusters. 

 

 
Fig. 2 Clustering a dataset with two shell clusters. 

Fig. 3 Clustering a dataset with three linear clusters. 

 
Fig. 4 Between cluster entropy for the dataset presented 

in Fig. 3. 

3.2. Centralized synthetic data 

Figures 5 and 6 show clustering for datasets with a huge 

number of data samples and with centralized clusters 

(mass clusters). Clustering results for the proposed 

algorithm are compared with C-means clustering and 

Gustafson-Kessel algorithm. Figure 5 resembles 

chromosomes and shows the proposed algorithm 

successful clustering. Figure 7 shows the between 

scatter matrix for all of the steps of the proposed 

algorithm on the dataset of Figure 6. From Figure 7, it 

can be realized that four clusters is an appropriate 

number of clusters. 

 
Fig. 5 Clustering a dataset with two centralized clusters.  

 
Fig. 6 Clustering a dataset with four centralized clusters.  



 
Fig. 7 Between cluster entropy for the dataset presented 

in Fig. 6. 

Conclusion 

In this paper, a new top-down hierarchical method is 

proposed for data clustering based on information 

theory and Renyi’s entropy. In each iteration, the 

proposed algorithm uses between cluster entropy and 

within scatter matrix to eliminate a cluster named worst 

cluster. It is shown that the proposed algorithm detects 

different structures of clusters (mass, shell and linear 

clusters) and works better than the C-means clustering 

and Gustafson-Kessel algorithm. The proposed 

algorithm is compared with recent information-based 

algorithms using Renyi’s entropy, like Jenssen et al 

method and Gokcay et al method.  The proposed 

method has a higher speed of execution and has solved 

the convergence problem. Experiments using the 

proposed algorithm are done on the synthetic datasets. 

The results show the effectiveness of the proposed 

method. 
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